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A researcher estimated the relationship between the dependent variable Y and the independent variables X1 and X2 using Eviews 
software. The regression output is presented in the table below. Based on these results, answer the following questions clearly and 

accurately, showing all necessary calculations where required. 
 - questions:  
1. Nature of the Estimated Model 
What type of regression model is used here?  
Answer: ... The model is a multiple linear regression   
2. Equation Specification in Eviews Format 
Write the Eviews command to estimate this model. 
Answer: Y X1 X2 C .............. 
3. Mathematical Equation of the Model 
Write the estimated regression equation using the coefficients from the table 
Answer: 𝐘෡ = 𝟕𝟐. 𝟓𝟐𝟑𝟔𝟐 − 𝟎. 𝟗𝟕𝟑𝟏𝟐𝟔 ⋅ 𝐗𝟏 + 𝟑. 𝟐𝟎𝟏𝟏𝟗𝟒 ⋅ 𝐗𝟐 
4. Complete the Missing Values 
Calculate and fill in the missing t-statistic values for X2 and C. 
Answer: 
 t-statistic for X2:  t௔ොమ

= Coefϐicient
Std. Errortൗ = 3.2011

0.2647ൗ  = 12.08 

 t-statistic for C: t௔ොబ
= Coefϐicient

Std. Errortൗ = 72.5236
7.9286ൗ  = 9.15 

5. State the Coefficient of Determination value and interpret its meaning. 
   Answer :𝑅ଶ =  𝟎. 𝟗𝟏𝟕𝟗𝟓𝟕 

Interpretation: About 91.8% of the variation in the dependent 
variable Y is explained by the independent variables X1 and X2 in the model. This indicates a very good fit. 
6. Statistical Significance of Coefficients 
Test the significance of the coefficients at α = 0.05, given t୲ୟୠ = 2.045: 
 For 𝒂ෝ𝟎 (Intercept): 
Since Prob. ≈ 0.0000 < 0.05, we reject H₀ (null hypothesis: coefficient = 0).⇒ 𝒂ෝ𝟎 is statistically significant. 
 For  𝒂ෝ𝟏  (Coefficient of X1): 

Prob. = 0.3626 > 0.05 ⇒ We fail to reject H₀ ⇒ The coefficient of X1 is not statistically significant. 
7. Overall Significance of the Model 
Test the model’s overall significance using the F-statistic, given 𝐹௧௔௕ = 3.32. 

Answer: 𝑭 − 𝒔𝒕𝒂𝒕𝒊𝒔𝒕𝒊𝒄 =  𝟏𝟓𝟏. 𝟎𝟒𝟕𝟏 > 𝐹௧௔௕ = 3.32 ; Prob(F-statistic) = 0.000000 < 0.05 ; So we reject the 
null hypothesis that all coefficients are jointly equal to zero ⇒ The model is statistically significant overall. 
Autocorrelation Test (Durbin-Watson) 
Use the Durbin-Watson statistic to test for autocorrelation, given: 

𝑑𝐿 = 1.28,       𝑑𝑈 = 1.57,       4 − 𝑑𝑈 = 2.43,        4 − 𝑑𝐿 = 2.72. 

Answer: Since DW ≈ 0.61 < 1.28, there is evidence of positive autocorrelation in the residuals. 
This violates the classical regression assumption of no autocorrelation. 
8. Breusch-Godfrey Autocorrelation Test 
If the Breusch-Godfrey test results are: 
 𝐹 − 𝑆𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐 =  8.75 

 𝑝 − 𝑣𝑎𝑙𝑢𝑒 =  0.003 
What conclusion can you draw? 
Answer: Since the p-values are < 0.05, we reject the null hypothesis of no autocorrelation. 
⇒ Conclusion: There is evidence of autocorrelation in the model residuals.  
 Normality Test (Jarque-Bera) 
How would you test if the model’s residuals follow a normal distribution in Eviews? 
Answer: Click on: View → Residual Diagnostics → Histogram-Normality Test 
 If: (Jarque-Bera) p-value > 0.05 ⇒ Fail to reject H ⇒₀  Residuals are normally distributed. 
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What is the primary purpose of calculating Variance Inflation 
Factors (VIF) in regression analysis?  
Answer : calculating (VIF) is to detect multicollinearity 
9. Based on the VIF results below, interpret the findings:  

Answer : VIF < 5⇒There is no severe multicollinearity 

between X1 and X2 

  
10.  The Dickey-Fuller test was applied to a time 

series, and the results are shown in the table 
below. 

 Do the results indicate that the time series is:  
                                                          Stationary. 
                                                          homogeneous 
                                                          independent 
                                                          non-stationary 

11.  Match each statistical issue with its corresponding test:: 
         
  
        
 
        
 
        
 
 
 
12.  What are the steps involved in using Eviews software to test the stationarity of a time series? 
 (Put the mark ( X  )  in the correct suggestion) 

 File / Unit Root Tests / Standard Unit Root Test / Augmented Dickey-Fuller 

 View / Residuel Diagnostic / Heteroskedasticity Test / Breush-Pagan-Godfrey 

 View / Unit Root Tests / Standard Unit Root Test / Augmented Dickey-Fuller 

13. If the researcher wants to study the stationarity of the series, choose the correct test for him.  
(Put the mark  (     )  in the correct suggestion) 

                           Durbin-Watson test 
                           Breusch-Godfrey  test 
                           Augmented Dickey-Fuller test 
 

14.  the researcher tested the existence of the unit root. 
 What method do you suggest to him in order to complete the test 
on Eviews?          (Put the mark (    ) in the correct suggestion) 
 File/Unit Root Tests/Standard Unit Root Test/ Augmented Dickey-Fuller 

       View/Unit Root Tests/Standard Unit Root Test/ Augmented Dickey-Fuller 
           View/Residuel Diagnostic/ Heteroskedasticity Test/Breush-Pagan-Godfrey 

 17. After the researcher found that the time series becomes stationary 
after first differencing, what are the proposed models based on the 
corresponding correlogram? 

ARIMA(1,1,1) , ARIMA(1,1,0), ARIMA(0,1,1) 

 

 
 

 

 

Autocorrelation of errors 

Heteroscedasticity 

Normality 

Multicollinearity 

Jacque-Berra test 

Durbin-Watson test 

Breush-Pagan test 

Farrar-Glauberg 
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